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� Introduction: Three Demo Data Sets

� Hypothesis Testing
� Parametric and Non-parametric Statistics

� Multiple Testing Corrections
� Post Hoc Tests

� Bootstrap Analysis
� Permutation Test

� Significance Analysis of Microarrays (SAM)
� Software: affylmGUI
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� Select a statistic which will rank the genes 
in order of evidence for differential 
expression, from strongest to weakest 
evidence.

(Primary Importance): only a limited number 
of genes can be followed up in a typical 
biological study.

� Choose a critical-value for the ranking 
statistic above which any value is considered 
to be significant.

Paired-sample 
(dependent)

More than two samples

Two-sample (independent )



����������������
� � �" �
� �� ��# �� ��
�� ���� ��	�
��� 


� Samples are taken from 20 breast cancer patients, before and after a 16 week 
course of doxorubicin chemotherapy, and analyzed using microarray. There are 
9216 genes.

� Paired data: there are two measurements from each patient, one before 
treatment and one after treatment.

� These two measurements relate to one another, we are interested in the 
difference between the two measurements (the log ratio) to determine whether a 
gene has been up-regulated or down-regulated in breast cancer following that 
treatment. 

Perou CM, et al, (2000), Molecular portraits of human breast tumours. Nature 406:747-752. 
Stanford Microarray Database: http://genome-www.stanford.edu/breast_cancer/molecularportraits/
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9216 x 20

log ratio
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� Bone marrow samples are taken from 
� 27 patients suffering from acute lymphoblastic leukemia (ALL

) and 
� 11 patients suffering from acute myeloid leukemia (AML

) and analyzed using Affymetrix arrays. 
� There are 7070 genes. 

� Unpaired data: there are two groups of patients (ALL, AML).

� We wish to identify the genes that are up- or down-regulated in ALL 
relative to AML. (i.e., to see if a gene is differentially expressed 
between the two groups.)

Golub, T.R et al. (1999) Molecular classification of cancer: class discovery and class 
prediction by gene expression monitoring. Science 286, 531--537. 
Cancer Genomics Program at Whitehead Institute for Genome Research
http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi

7070 x (27+11)
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� There are four types of small round blue cell tumors of childhood: 
� Neuroblastoma (NB) (12), 
� Non-Hodgkin lymphoma (NHL) (8), 
� Rhabdomyosarcoma (RMS) (20) and 
� Ewing tumours (EWS) (23). 
� Sixty-three samples from these tumours have been hybridized to microarray. 

� We want to identify genes that are differentially expressed in one or more of 
these four groups. 

Khan J, Wei J, Ringner M, Saal L, Ladanyi M, Westermann F, Berthold F, Schwab M, Antonescu
C, Peterson C and Meltzer P. Classification and diagnostic prediction of cancers using gene 
expression profiling and artificial neural networks. Nature Medicine 2001, 7:673-679
Stanford Microarray Database

More on SRBCT: 
http://www.thedoctorsdoctor.com/diseases/small_round_blue_cell_tumor.htm
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Calculate the expression ratio in control and experimental cases and to rank order the genes. 
Chose a threshold, for example at least 2-fold up or down regulation, and selected those genes 
whose average differential expression is greater than that threshold.

Problems: it is an arbitrary threshold. 
� In some experiments, no genes (or few gene) will meet this criterion. 
� In other experiments, thousands of genes regulated. 

� s2 close to BG, the difference could represent noise. 
� It is more credible that a gene is regulated 2-fold with 10000, 5000 units) 

� The average fold ratio does not take into account the extent to which the measurements of 
differential gene expression vary between the individuals being studied.

� The average fold ratio does not take into account the number of patients in the study, which 
statisticians refer to as the sample size.
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Define which genes are significantly regulated might be to choose 5%
of genes that have the largest expression ratios. 

Problems: 
� It applies no measure of the extent to which a gene has a 

different mean expression level in the control and experimental 
groups. 

� Possible that no genes in an experiment have statistically 
significantly different gene expression. 
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A hypothesis test is a procedure for determining if an assertion about a characteristic of a 
population is reasonable. 

� � �" �
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someone says that the average price of a gallon of regular unleaded gas in 
Massachusetts is $2.5. 

How would you decide whether this statement is true? 
� find out what every gas station in the state was charging and how many gallons 

they were selling at that price. 

� find out the price of gas at a small number of randomly chosen stations around 
the state and compare the average price to $2.5. 

� Of course, the average price you get will probably not be exactly $2.5 due to 
variability in price from one station to the next. 

A . ���
. � ����
� �
 can provide an answer.

Suppose your average price was $2.23. Is this 
three cent difference a result of chance 
variability, or is the original assertion incorrect?
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� The null hypothesis:
� H0: µ = 2.5. (the average price of a gallon of gas is $2.5)

� The alternative hypothesis:
� H1: µ > 2.5.  (gas prices were actually higher)
� H1: µ < 2.5. 
� H1: µ != 2.5. 

� The significance level (alpha)
� Alpha is related to the degree of certainty you require in order to reject the 

null hypothesis in favor of the alternative. 
� Decide in advance to reject the null hypothesis if the probability of observing 

your sampled result is less than the significance level. 
� Alpha = 0.05: the probability of incorrectly rejecting the null hypothesis when 

it is actually true is 5%. 
� If you need more protection from this error, then choose a lower value 

of alpha . 

� � �" �
�
H0:  No differential expressed.
H0: There is no difference in the mean gene expression in the group tested.
H0: The gene will have equal means across every group.
H0: 1= 2= 3= 4= 5 (…= n)
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� p is the probability of observing your data under the assumption that the null 
hypothesis is true.

� p is the probability that you will be in error if you reject the null hypothesis.
� p represents the probability of false positives (Reject H0 | H0 true).

p=0.03 indicates that you would have only a 3% chance of drawing the sample
being tested if the null hypothesis was actually true. 
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� Reject H0 if P is less than alpha.
� P < 0.05 commonly used. (Reject H0, the test is significant)
� The lower the p-value, the more significant the difference between the groups.

P is not the probability that the null hypothesis is true!

Type I Error (alpha): calling genes as 
differentially expressed when they are NOT
Type II Error: NOT calling genes as 
differentially expressed when they ARE
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More than two GroupsTwo GroupsComparison

One-Way Analysis of Variance 
(ANOVA)

Two-sample
t-test

One sample t-testParametric
(variance equal)

Welch ANOVAWelch t-test

Kruskal-Wallis TestWilcoxon Rank-Sum Test 
(Mann-Whitney U Test)

Wilcoxon Signed-Rank 
Test

Non-Parametric

Parametric
(variance not equal)

Complex dataUnpaired dataPaired dataHypothesis Testing
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1. Determine the null and alternative 
hypothesis, using mathematical 
expressions if applicable.

2. Select a significance level (alpha). 

3. Take a random sample from the population 
of interest.

4. Calculate a test statistic from the sample 
that provides information about the null 
hypothesis. 

5. Decision
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There are two possible explanations:
� The populations are identical, so there really is no difference.

� By chance, you obtained larger values in one group and smaller 
values in the other. 

� Finding a statistically significant result when the populations are 
identical is called making a Type I error (false positives). 

� If you define statistically significant to mean "P<0.05", then you'll 
make a Type I error in 5% of experiments where there really is no 
difference.

! )

� The populations really are different, so your conclusion is correct. 
� The difference may be large enough to be scientifically interesting. 

� Or it may be tiny and trivial.
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� The null hypothesis is that there is no biological effect. 
� For a gene in Breast Cancer Dataset, it would be that this gene is not differentially expressed following doxorubicin 

chemotherapy. 
� For a gene in Leukemia Dataset, it would be that this gene is not differentially expressed between ALL and AML 

patients. 

� If the null hypothesis were true, then the variability in the data does not represent the 
biological effect under study, but instead results from difference between individuals or 
measurement error.

� The smaller the p-value, the less likely it is that the observed data have occurred by 
chance, and the more significant the result. 

� p=0.01 would mean there is a 1% chance of observing at least this level of differential gene 
expression by random chance. 

� We then select differentially expressed genes not on the basis of their fold ratio, but on the 
basis of their p-value. 

H0: no differential expressed.
� The test is significant

= Reject H0

� False Positive
= ( Reject H0 | H0 true) 
= concluding that a gene is differentially expressed when in fact it is not. 
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� Question: What if I do a t-test on a pair of samples and fail to reject the null hypothesis--does this 
mean that there is no significant difference?

� Answer: Maybe yes, maybe no.

� For two-sample t-test, power is the probability of rejecting the hypothesis that the 
means are equal when they are in fact not equal. P(RH0 | not H0)
Power is one minus the probability of Type-II error.

� The power of the test depends upon the sample size, the magnitudes of the 
variances, the alpha level, and the actual difference between the two population 
means.

� Usually you would only consider the power of a test when you failed to reject the 
null hypothesis.

� High power is desirable (0.7 to 1.0).  High power means that there is a high 
probability of rejecting the null hypothesis when the null hypothesis is false. 

� This is a critical measure of precision in hypothesis testing and needs to be 
considered with care.
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The One-Sample t-test compares the mean score of a sample to a known value. Usually, 
the known value is a population mean. 
Assumption: the variable is normally distributed. 

5 � � �
���
� whether a gene is differentially 
expressed for a condition with respect to 
baseline expression? 
� H0: =0 (log ratio)
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� The gene acetyl-Coenzyme A acetyltransferase 2 (ACAT2) is on the microarray used for the 
breast cancer data.

� We can use a paired t-test to determine whether or not the gene is differentially expressed 
following doxoruicin chemotherapy. 

� The samples from before and after chemotherapy have been hybridized on separate arrays, with 
a reference sample in the other channel. 
� Normalize the data. 
� Because this is a reference sample experiment, we calculate the log ratio of the 

experimental sample relative to the reference sample for before and after treatment in each 
patient. 

� Calculate a single log ratio for each patient that represents the difference in gene expression 
due to treatment by subtracting the log ratio for the gene before treatment from the log ratio 
of the gene after treatment. 

� Perform the t-test. t=3.22 compare to t(19). 
� The p-value for a two-tailed one sample t-test is 0.0045, 

which is significant at a 1% confidence level. 

� Conclude: this gene has been significantly down-regulated
following chemotherapy at the 1% level. 
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� The gene metallothionein IB is on the Affymetrix array used for the 
leukemia data. 
� To identify whether or not this gene is differentially expressed between the AML 

and ALL patients. 
� To identify genes which are up- or down-regulation in AML relative to ALL. 

� Steps 
� the data is log transformed. 
� t=-3.4177, p=0.0016

� Conclude that the expression of metallothionein IB is significantly higher 
in AML than in ALL at the 1% level. 
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� The distribution of the data being tested is normal. 
� For paired t-test, it is the distribution of the subtracted data that must be normal. 
� For unpaired t-test, the distribution of both data sets must be normal. 

� Plots: Histogram, Density Plot, QQplot,…
� Test for Normality:  Jarque-Bera test, Lilliefors test, Kolmogorov-

Smirnov test.

� Homogeneous: the variances of the two population are equal.
� Test for equality of the two variances: Variance ratio F-test.

Note:

� If the two populations are symmetric, and if the variances are equal, then 
the t test may be used.

� If the two populations are symmetric, and the variances are not equal, 
then use the two-sample unequal variance t-test or Welch's t test.
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Using Analysis of Variance, which can be considered to be a generalization of 
the t-test, when

� compare more than two groups (e.g., drug 1, drug 2, and placebo), or 
� compare groups created by more than one independent variable while 

controlling for the separate influence of each of them 
(e.g., Gender, type of Drug, and size of Dose). 

� For two group comparisons, ANOVA will give results identical to a t-test. 
� One-way ANOVA compares groups using one parameter.

� We can test the following: 
� Are all the means from more than two populations equal? 
� Are all the means from more than two treatments on one population equal? 

(This is equivalent to asking whether the treatments have any overall effect.) 

* . �����" ������������� ����" � � ������ ��. �� � �� /
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� The subjects are sampled randomly.
� The groups are independent.
� The population variances are homogenous.
� The population distribution is normal in shape.

0 �" �� � �� �
�����1 ������� �
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• Bartlett's test (1937)
• Levene's test (Levene 1960) 
• O'Brien (1979)

As with t tests, violation of homogeneity is particularly 
a problem when we have quite different sample sizes.
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� Use when the sample sizes are unequal.
� Use when the sample sizes are equal but small.
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Lonnstedt, I. and Speed, T.P. Replicated 
microarray data. Statistica Sinica , 12: 31-46, 2002 
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� Do not assume that the data is normally distributed. 
� There are two good reasons to use non-parametric statistic. 

� Microarray data is noisy: 
� there are many sources of variability in a microarray experiment and outliers are 

frequent. 
� The distribution of intensities of many genes may not be normal. 
� Non-parametric methods are robust to outliers and noisy data. 

� Microarray data analysis is high throughput: 
� When analysising the many thousands of genes on a microarray, we would need to 

check the normality of every gene in order to ensure that t-test is appropriate. 
� Those genes with outliers or which were not normally distributed would then need a 

different analysis. 
� It makes more sense to apply a test that is distribution free and thus can be applied to 

all genes in a single pass. 
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� Given n pairs of data, the sign 
test tests the hypothesis that the 
median of the differences in the 
pairs is zero. 

� The test statistic is the number 
of positive differences. 

� If the null hypothesis is true, 
then the numbers of positive and 
negative differences should be 
approximately the same. 

� In fact, the number of positive 
differences will have a Binomial 
distribution with parameters n and 
p. 
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�Null hypothesis: the population median from which both samples were 
drawn is the same.

�The sum of the ranks for the 
"positive" (up-regulated) values is 
calculated and compared against a 
precomputed table to a p-value. 

� Sorting the absolute values 
of the differences from 
smallest to largest.
� Assigning ranks to the 
absolute values. 
� Find the sum of the ranks of 
the positive differences.

� If the null hypothesis is true, the 
sum of the ranks of the positive 
differences should be about the 
same as the sum of the ranks of 
the negative differences.
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�The data from the two groups are combined and given ranks. (1 for the 
smallest, 2 for the second smallest,... )
�The ranks for the larger group are summed and that number is compared 
against a precomputed table to a p-value.

+7 �
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� The Kruskal Wallis test can be applied in the one 
factor ANOVA case. It is a non-parametric test for 
the situation where the ANOVA normality 
assumptions may not apply. 

� Each of the ni should be at least 5 for the 
approximation to be valid.
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� Assume that the data follows a certain 

distribution (normal distribution).
� Assuming equal variances and Unequal 

variances.
� More powerful.
� Not appropriate for data with outliers.

$ ��-3 ���" � 
����* � �
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When certain assumptions about the underlying

population are questionable (e.g. normality).
� Does not assume normal distribution
� No variance assumption

� Ranks the order of raw/normalized data 
across conditions for analyses

� Not affected by interpretation mode
(GeneSpring)

� Decrease effects of outliers (Robust)
� Not recommended if there is less than 5 

replicates per group
� Needs a high number of replicates
� Less powerful

Note:
Because of the loss of power, classical non-parametric 
statistics have not become popular for use with microarray 
data, and instead bootstrap methods trend to be preferred.

Less powerfulNot appropriate for data 
with outliers

widely implementedWidely Implemented

RobustPowerful

EasyEasy

Non-parametrict-test

Requires use of specialist 
packages or programming.

Powerful

Robust

Bootstrap Analysis
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The Y variate is typically a 
probability (in which case a -
log10 transform is used) or 
less commonly a p-value. 

The X variate is usually a 
measure of differential 
expression such as a log-
ratio.
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2" �� ��� a box with 20 marbles: 19 are blue and 1 is red. 
What are the odds of randomly sampling the red marble by chance?
It is 1 out of 20.

Now let’s say that you get to sample a single marble (and put it back into the box) 
20 times. 

Have a much higher chance to sample the red marble.
This is exactly what happens when testing several thousand genes at the same 

time:

2" �� ��� that the red marble is a false positive gene: the chance that false 
positives are going to be sampled is higher the more genes you apply a 
statistical test on.

X: false positive gene

P(X>=1)

= 1-P(X=0)

= 1- 0.95^n

Multiplicity of Testing



��������������������
�� 

��
���
�����* � �
���

� There is a serious consequence of performing statistical tests on many genes in 
parallel, which is known as multiplicity of p-values.

� Take a large supply of reference sample, label it with Cy3 and Cy5: no genes are 
differentially expressed: all measured differences in expression are experimental 
error. 
� By the very definition of a p-value, each gene would have a 1% chance of having a p-value 

of less than 0.01, and thus be significant at the 1% level. 
� Because there are 10000 genes on this imaginary microarray, we would expect to find 100 

significant genes at this level. 
� Similarly, we would expect to find 10 genes with a p-value less than 0.001, and 1 gene with 

p-value less than 0.0001
� The p-value is the probability that a gene’s expression level are different between the two 

groups due to chance. 

Question: 

1. How do we know that the genes that appear to be differentially expressed are 
truly differentially expressed and are not just artifact introduced because we are 
analyzing a large number of genes?

2. Is this gene truly differentially expressed, or could it be a false positive results? 
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� Multiple testing correction adjusts the p-value for each gene to keep the 
overall error rate (or false positive rate) to less than or equal to the user-
specified p-value cutoff or error rate individual.
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� The more stringent a multiple testing correction, the less false positive genes are allowed.
� The trade-off of a stringent multiple testing correction is that the rate of false negatives (genes that 

are called non-significant when they are) is very high.
� FWER is the overall probability of false positive in all tests.

� Very conservative 
� False positives not tolerated

� False discovery error rate allows a percentage of called genes to be false positives.

most stringent

least stringent
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� The p-value of each gene is multiplied by the number of genes in the gene 
list. 

� If the corrected p-value is still below the error rate, the gene will be 
significant:
� Corrected p-value= p-value * n <0.05.
� If testing 1000 genes at a time, the highest accepted individual un-

corrected p-value is 0.00005, making the correction very stringent. 

� With a Family-wise error rate of 0.05 (i.e., the probability of at least one 
error in the family), the expected number of false positives will be 0.05.
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� This correction is very similar to the Bonferroni, but a little less 
stringent.

� The p-value of each gene is ranked from the smallest to the largest.
� The ith p-value is multiplied by the number of genes present in 

the gene list
Corrected P-value= p-value * (n – i + 1) < 0.05

� if the end value is less than 0.05, the gene is significant.
� It follows that sequence until no gene is found to be significant.
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� Both Bonferroni and Holm methods are called single-step procedures, where each p-value is 
corrected independently. 

� The Westfall and Young permutation method takes advantage of the dependence structure
between genes, by permuting all the genes at the same time.

� The Westfall and Young permutation follows a step-down procedure similar to the Holm method, 
combined with a bootstrapping method to compute the p-value distribution.

� Because of the permutations, the method is very slow. 
� The Westfall and Young permutation method has a similar Family-wise error rate as the Bonferroni

and Holm corrections.

� P-values are calculated for each gene based on 
the original data set and ranked.
� The permutation method creates a pseudo-data 
set by dividing the data into artificial treatment and 
control groups. 
� P-values for all genes are computed on the 
pseudo-data set.
� The successive minima of the new p-values are 
retained and compared to the original ones.
� This process is repeated a large number of times, 
and the proportion of resampled data sets where 
the minimum pseudo-p-value is less than the 
original p-value is the adjusted p-value.
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� This correction is the least stringent of all 4 options, and therefore tolerates more false 
positives. 

� There will be also less false negative genes. 
� The correction becomes more stringent as the p-value decreases, similarly as the 

Bonferroni Step-down correction. 
� This method provides a good alternative to Family-wise error rate methods. 
� The error rate is a proportion of the number of called genes.
� FDR: Overall proportion of false positives relative to the total number of genes declared 

significant.

Corrected P-value= p-value * (n / Ri) < 0.05
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� The default multiple testing correction in GeneSpring is the Benjamini and Hochberg 
False Discovery Rate. 

� It is the least stringent of all corrections and provides a good balance between 
discovery of statistically significant genes and limitation of false positive occurrences.

� The Bonferroni correction is the most stringent test of all, but offers the most 
conservative approach to control for false positives.

� The Westfall and Young Permutation is the only correction accounting for genes 
coregulation. However, it is very slow and is also very conservative.

� As multiple testing corrections depend on the number of tests performed, or number 
of genes tested, it is recommended to select a prefiltered gene list.

If There Are No Results with MTC
� increase p-cutoff value
� increase number of replicates
� use less stringent or no MTC
� add cross-validation experiments
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Applicable when comparing more than 2 groups.

One-way ANOVA model 

H0: 1= 2= 3= 4= 5 (…= n)
If H0is rejected for a gene, there is still no information about where differences are 
observed.

How does one determine which specific differences are significant?
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� Parametric and non-parametric

� Unequal sample sizes

� Variance assumption
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Tukey’s HSD Post-hoc test is applied in exactly the same way that the 
Student-Newman-Keuls is, with the exception that r is set at k for all 
comparisons.

� (k vs 1, k vs 2,.., k vs k-1) (k-1 vs 1, k-1 vs 2,…, k-1 vs k-2) …(…2 vs 1)

Honestly Significant Difference (HSD)

� All alpha’s in Tukey’s test are compared to the same critical 
value. 
� All alpha’s in SKN test are compared to a different critical value.
� This test is more conservative (less powerful) than the Student-
Newman-Keuls.
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� Bootstrap Sample/data 
� with replacement: different individuals in the bootstrap data could have the same value from the 

real data. 
� without replacement: each of the real values is only used once in the bootstrap data. 

� Bootstrap analysis are more appropriate for microarray analysis than either t-test or 
classical non-parametric tests.
� don't require that the data are normally distributed. 
� robust to noise and experimental artifacts. 

� Under the null hypothesis; there is no difference in gene expression between the two 
groups. If that were the case, then any of the measurements in the data could have been 
observed in any of the individuals.
� ex: any of the AML patients could have had any of the 38 measurements associated with both the 

AML and ALL patients.

� The bootstrap works by constructing a large number of random data sets by resampling
from the original data, in which each individual is randomly allocated one of the 
measurements from the data, which could be from either of the groups.
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� The bootstrap data sets look like the real data, in that they have similar 
values, but are biologically nonsense because the values have been 
randomized.
� Aim: the aim of the test is to compare some property of the real data 
with a distribution of the same property in random data sets.
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1. We generate an empirical distribution using the t-statistics calculated 
from the randomized bootstrap data.

2. The t-statistic from the real data is compared with the distribution of t-
statistics from the bootstrap data.

3. We calculate an empirical p-value by computing the proportion of 
bootstrap statistics that have a more extreme value than the t-statistic 
from the real data.
� if the real t-statistic is in the belly of the distribution, then it is indistinguishable from t-

statistics generated from randomized data. 

� if the statistic from the real data is towards the edge of the bootstrap distribution, then 
it is unlikely that the experimental result can have arisen by chance, and we would 
conclude that the gene is significantly differentially expressed.
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� The permutation test is a test where the null-hypothesis allows to reduce the inference to a 
randomization problem. 

� The process of randomizations makes it possible to ascribe a probability distribution to the 
difference in the outcome possible under H0.

� The outcome data are analyzed many times (once for each acceptable assignment that 
could have been possible under H0) and then compared with the observed result, without 
dependence on additional distributional or model-based assumptions.

� Perform a permutation test (general):
1. Analyze the problem, choice of null-hypothesis
2. Choice of test statistic T
3. Calculate the value of the test statistic for the observed data: tobs
4. Apply the randomization principle and look at all possible permutations, this gives the distribution of 

the test statistic T under H0.
5. Calculation of p-value: 

Ref: Mansmann, U. (2002), Practical microarray analysis: resampling and the 
Bootstraap.Heidelberg.



��������������������
3 � �" � 
�
����* � �
�+���
�/,

The permutation test allows determining the 
statistical significance of the score for every gene. 
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SAM assigns a score to each gene in 
a microarray experiment based 
upon its change in gene 
expression relative to the standard 
deviation of repeated 
measurements. 

� SAM plot: the number of observed 
genes versus the expected 
number. This visualizes the outlier 
genes that are most dramatically 
regulated.

� False discovery rate: is the percent 
of genes that are expected to be 
identified by chance.

� q-value: the lowest false discovery 
rate at which a gene is described 
as significantly regulated.

Tusher VG, Tibshirani R, Chu G.(2001). Significance 
analysis of microarrays applied to the ionizing
radiation response. Proc Natl Acad Sci 98(9):5116-21.SAM: Significance Analysis of Microarrays

http://www-stat.stanford.edu/~tibs/SAM/



��������������������
( ����) � ������ �* ��� �

SAM Users guide and technical document
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class

experimental unit

� Paired data time courses: class label is -1, or 1 or -2 or 2.
� One class time courses: class label is a 1.

NOTE: SAM summarizes each time course by a slope or a signed area, and 
then treats the summarized data in the same way as it treats two class, one 
class, or a two-class paired design.
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order 
statistics

SortCalculation

Make variation in d(i) similar across
genes of all intensity levels

large positive difference

large negative difference
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Permutation
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vs

Points for genes with
evidence of induction

Points for genes with
evidence of repression
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in the original data.

� The q-value gives the scientist a hypothesis testing error measure for each
observed statistic with respect to pFDR.
� The p-value accomplishes the same goal with respect to the type I error,  and 
the adjusted p-value with respect to FWER.

John D. Storey (2002)  A direct approach to false discovery rates, Journal of the Royal Statistical Society: 
Series B (Statistical Methodology) 64 (3), 479–498.
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� Smyth, G. K. (2005). Limma: linear models for microarray data. In: 
Bioinformatics and Computational Biology Solutions using R and 
Bioconductor, R. Gentleman, V. Carey, S. Dudoit, R. Irizarry, W. Huber 
(eds.), Springer, New York, Chapter 23. (To be published in 2005) 

� Smyth, G. K. (2004). Linear models and empirical Bayes methods for 
assessing differential expression in microarray experiments. Statistical 
Applications in Genetics and Molecular Biology 3, No. 1, Article 3.

Limma: Linear Models for Microarray Data 
http://bioinf.wehi.edu.au/limma/
LimmaGUI: a menu driven interface of Limma
http://bioinf.wehi.edu.au/limmaGUI
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E-mail: hmwu@stat.sinica.edu.tw
http://idv.sinica.edu.tw/hmwu
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http://idv.sinica.edu.tw/hmwu/SMDA/DifferentialExpressedGene/index.htm


