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A continuing and active topic of research and application!
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Principal Component Analysis (PCA)
Multidimensional Scaling (MDYS)
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cDNA Microarray Data
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7 Biological Questions
1. Differentially expressed
genes

2. Relationships between
genes, t1ssues or treatments

3. Classification of tissues
and samples

O : :
ol 0 Experimental Design

l

. © Microarray Experiment

1. Target preparation
2. Hybridization

3. Washing

4. Image acquisition

Preprocessing

Image Analysis

Quantify Expression

Normalization

Quality
Assessment
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Transfor mation/Nor malization
Dimension Reduction
Similarity/Distance M easur es
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Visualization
Graphics Methods

Daxin Jiang, Chun Tang and Aidong Zhang, (2004), Cluster analysis for gene expression data: a

survey, IEEE Transactions on Knowledge and Data Engineering 16(11), 1370- 1386.




Hierarchical clustering
The result is a tree that depicts the relationships between
the objects.

Divisive clustering:
begin at step 1 with all the data in one cluster.

Agglomerative clustering:
all the objects start apart., there are n clusters at

step O. COQs-- 0O
N .C.D/
. . . O
Non-Hierarchical clustering \ /
k-means, The EM algorithm, K Nearest Neighbor,...

Two important properties of a clustering definition:
1. Most of data has been organized into non-overlapping clusters.

2. Each cluster has a within variance and one between variance for each of
the other clusters. A good cluster should have a small within variance and
large between variance.
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6 + 7
To visualize = to make visible, to transform into pictures.

Making things/processes visible that are not directly accessible by the human
eye.

Transformation of an abstraction to a picture.
Computer aided extraction and display of information from data.

5 %
Exploiting the human visual system to extract information from data.
Provides an overview of complex data sets.

|dentifies structure, patterns, trends, anomalies, and relationships in data.
Assists in identifying the areas of interest.

Visualization = Graphing for Data + Fitting + Graphing for Model
Tegarden, D. P. (1999). Business Information Visualization. Communications of AIS 1, 1-38.
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e.g., K-means, SOM, Hierarchical Clustering, e.g., Bi-clustering
Model-based clustering,...
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Find natural classesin the data
|dentify new classes/gene correlations
Refine existing taxonomies

Support biological analysis/discovery

cluster genes based on samples profiles
cluster samples based on genes profiles

I+

genes with ssimilar function have similar
expression profiles.

Clustering results in groups of co-expressed
genes, groups of samples with acommon

phenotype, or blocks of genes and samples
Involved in specific biological processes.

High-throughput, Noise, Outliers
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Kendall's tau

Pearson’s rho measures the strength of a linear relationship [(a), (b)].
Spearman’s rho and Kendall’s tau measure any monotonic relationship
between two variables [(a), (b) ,(c)].

If the relationship between the two variables is non-monotonic, all three
correlation coefficients fail to detect the existence of a relationship [(e)].

Both Spearman’s rho and Kendall's tau are rank-based non-parametric
measures of association between variable X and Y.

The rank-based correlation coefficients are more robust against outliers.

Algorithm they use different logic for computing the correlation coefficient, they seldom lead to markedly different conclusions
(Siegel and Castellan, 1988).




K-means is a partition methods for clustering.
Data are classified into k groups as specified by the user.

Two different clusters cannot have any objects in common, and the k

groups together constitute the full data set.
Optimization problem:

Minimize the sum of squared within-cluster distances

we)= 1 de (%, %,)?

Convergezd R
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Principal Component Analysis (PCA)
Multidimensional Scaling (MDYS)

Dimension reduction visualization is often adopted for
presenting grouping structure for methods such as K-means.
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PCA is a method that re(dpl?c?erg %rétzldgé)lrlﬁ.elﬁ]gltoerlmléﬂg/ %?lef?’rid?r?él Itﬂg %g\(/)vz\)/ariables
(major axes, principal components).

] [
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Amongst all possible projections, PCA finds the projections so that the maximum
amount of information, measured in terms of variability, isretained in the smallest
number of dimensions.







Yeast Microarray Data isfrom

DeRisi, JL, lyer, VR, and Brown, PO.(1997).
"Exploring the metabolic and genetic control of gene
expression on a genomic scale"; Science, Oct
24;278(5338):680-6.




http://www.lib.utexas.edu/maps/united_states.html 1
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Classical MDS takes a set
of dissimilarities and returns a
set of points such that the
distances between the points
are approximately equal to
the dissimilarities.

projection from some

unknown dimensional space
to 2-d dimension.

/
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Given a dissimilarity matrix D of certain objects, can we construct
points in k-dimensional (often 2-dimensional) space such that

P A"

%
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the Euclidean distances between these the order in distances coincides with
points approximate the entries in the
dissimilarity matrix?

the order in the entries of the
dissimilarity matrix approximately?

Microarray Data of Yeast Cell Cycle

Mathematically: for given k,
compute points X, ,...,X, in k-
dimensional space such that the
object function is minimized.

Synchronized by alpha factor arrest
method (Spellman et al. 1998; Chu et al. 1998)

103 known genes. every 7 minutesand

totally 18 time points.

2D M DS Configuration Plot for 103 known

genes.




Self-Organizing Maps (SOM)
Heat M ap
Hierarchical Clustering
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SOMs were developed by Kohonen in
the early 1980@, original area was in the
area of speech recognition.

ldea: Organise data on the basis of
similarity by putting entities
geometrically close to each other.

SOM is unique in the
sense that it combines both
aspects. It can be used at
the same time both to
reduce the amount of data
by clustering, and to
construct a nonlinear
projection of the data onto a
low-dimensional display.
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Tamayo, P. et al. (1999). Interpreting
patterns of gene expression with self-
organizing maps: Methods and application to
hematopoietic differentiation.

Proc Natl Acad Sci 96:2907-2912.

1995, 1997, 2001
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(Ultsch and Siemon 1989, Ultsch 1993)

U-matrix representation of SOM

visualizes the distance between the -+ Qe - @
neurons. The distance between the s I
adjacent neurons is calculated and -

presented with different colorings
between the adjacent nodes.

U-matrix representation of the SOM
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Microarray Data of Yeast
Cell Cycle

Synchronized by alpha
factor arrest method
(Spellman et al. 1998; Chu
et al. 1998)

103 known genes. every 7
minutes and
totally 18 time points.




" (

Data
Baseline: Culture Medium (CM-00h)
OH-04h, OH-12h, OH-24h
CA-04h, CA-24h
S0-04h, SO-24h

A set of 359 genes was selected for
clustering.
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distance matrix
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UPGMA
(Unweighted
Pair-Groups
Method

Average)
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UPGMC
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Software:
Cluster and TreeView
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< Ordering

i1

For example:
Cluster and TreeView, R




Different Seriations
Generated from Identical
Tree Structure
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Uncle Approach

GrandPa Approach

Further reading: Ziv Bar-Joseph, David K. Gifford, and Tommi S. Jaakkola, (2001), Fast Optimal Leaf Ordering for Hierarchical
Clustering. Bioinformatics 17(Suppl. 1):S22-S29.




As match as possible

8 § 9 /

(1) Based on average expression level (Cluster Software, Eisen et al 1998)
(2) Using the results of a one-dimensional SOM

3) ...

Further reading: Tien, Y. J., Lee, Y. S, Wu, H. M. and Chen, C. H. (2006) Integration of clustering and visualization methods for
simultaneously identifying coherent local clusters with smooth global patterns in gene expression profiles.
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Anti-Robinson Measurements
%
Minimal Span Loss Function
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Michael Friendly , Ernest Kwan, (2003) Effect ordering for data displays,
Computational Statistics & Data Analysis, v.43 n.4, p.509-539.
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GAP Elliptical Seriation
An agorithm for identifying global clustering patterns and
smoothing temporal expression profiles
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Image source: Dr. Chen Chun-houh'’s slide




Simple <+— |nformation Visualization of Data Matrices = Difficult

(Gene/Time) (Patient/Symptom)  (Mouse/Tumor) (Subj ect/SNP)
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Assess the quality and reliability of the cluster sets.

~ clusters can be measured in terms of homogeneity and
separation.

cluster structure is not formed by chance.

: from domain knowledge.

NOTE:
Help to decide the number of clusters in the data.
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1 K is defined by the application.

1 Plot the data in two PAC dimensions. . @ Hierarchical clustering:
look at the difference between levelsin the tree.

(e.g., k-means:
within-cluster sum of
squares)

.41 Plot the reconstruction error or log likelihood as
afunction of k, and look for the elbow.

& -

/
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Marcel Brun, Chao Sima, Jianping Hua, James Lowey, Brent Carroll, Edward Suh and Edward R. Dougherty, (2007), Model-based evaluation of clustering
validation measures, Pattern Recognition 40(3), 807-824.

Francisco R. Pinto, Jodo A. Carrico, Mario Ramirez and Jonas S Almeida, (2007), Ranked Adjusted Rand: integrating distance and partition information in a
measure of clustering agreement, BMC Bioinformatics, 8:44.

2006

Susmita Datta and Somnath Datta, (2006), Methods for evaluating clustering algorithms for gene expression data using a reference set of functional classes,
BMC Bioinformatics 2006, 7:397. [web

Anbupalam Thalamuthu, Indranil Mukhopadhyay, Xiaojing Zheng and George C. Tseng, (2006), Evaluation and comparison of gene clustering methods in
microarray analysis, Bioinformatics 22(19), 2405-2412.

Giorgio Valentini , (2006), Clusterv: a tool for assessing the reliability of clusters discovered in DNA microarray data, Bioinformatics, 22(3), 369-370.
Susmita Datta and Somnath Datta, (2006), Evaluation of clustering algorithms for gene expression data, BMC Bioinformatics 2006, 7(Suppl 4):S17. [web]

2005
Tibshirani, Robert; Walther, Guenther (2005), Cluster Validation by Prediction Strength, Journal of Computational & Graphical Statistics 14(3), pp. 511-528(18)
Julia Handl, Joshua Knowles and Douglas B. Kell, (2005), Computational cluster validation in post-genomic data analysis, Bioinformatics 21(15), 3201-3212.
[web] [supp
Nadia B,Francisco A,Padraig C. (2005), An integrated tool for microarray data clustering and cluster validity assessment, Bioinformatics 21:451. [Web
Julia Handl and Jnshiia Knnwles (200K Fynlanitina the trade-nff -- the henefite nf miiltinle nhiectives in data cliicterinn Praceedinne nf the Third International
Conference on E
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Daxin Jiang, Churn rarny anu Alaury Ziary, (2uu4), CIuSLer ardysis 101 gerne expressiul udld. d Sulvey, IEEE Transdcuons o Kiowieuge ard Data
Engineering 16(11), 1370- 1386. [web

Kir(nbt)arly D. Siegmund, Peter W. Laird and Ite A. Laird-Offringa, (2004), A comparison of cluster analysis methods using DNA methylation data, Bioinformatics
20(12), 1896-1904.

Tilman Lange, Volker Roth, Mikio L. Braun, and Joachim M. Buhmann, Stability-Based Validation of Clustering Solutions, Neural Comp. 2004 16: 1299-1323.
2003

2004

Datta S, Datta S. Comparisons and validation of statistical clustering technigues for microarray gene expression data. Bioinformatics. 2003 Mar 1;19(4):459-66.
N. Bolshakova and F. Azuaje, (2003), Cluster validation techniques for genome expression data, Signal Processing 83(4), 825-833.

2001
K. Y. Yeung, D. R. Haynor and W. L. Ruzzo, (2001), Validating clustering for gene expression data, Bioinformatics 17(4), 309-318. [web]
Maria Halkidi, Yannis Batistakis, Michalis Vazirgiannis,(2001), On Clustering Validation Techniques, Journal of Intelligent Information Systems, 17(2), 107 - 145.
Kerr MK, Churchill GA. Bootstrapping cluster analysis: assessing the reliability of conclusions from microarray experiments. Proc Natl Acad Sci U S A. 2001
Jul 31;98(16):8961-5.
Levine E, Domany E. Resampling method for unsupervised estimation of cluster validity. Neural Comput. 2001 Nov;13(11):2573-93.

Maria Halkidi, Michalis Vazirgiannis, Clustering Validity Assessment: Finding the Optimal Partitioning of a Data Set, icdm, p. 187, First IEEE International
Conference on Data Mining (ICDM®1), 2001

~2000
Zhang K, Zhao H. Assessing reliability of gene clusters from gene expression data. Funct Integr Genomics. 2000 Nov;1(3):156-73.
Xie, X.L. Beni, G. (1991), A validity measure for fuzzy clustering, Pattern Analysis and Machine Intelligence, IEEE Transactions on, 13(8), 841-847.

Peter Rousseeuw, (1987), Silhouettes: a graphical aid to the interpretation and validation of cluster analysis, Journal of Computational and Applied
Mathematics 20(1), 53-65.

Lawrence Hubert and Phipps Arabie (1985), Comparing partitions, Journal of Classification 2(1), 193-218.

Wallace, D. L. 1983. A method for comparing two hierarchical clusterings: comment. Journal of the American Statistical Association 78:569-576.

E. B. Fowlkes; C. L. Mallows, (1983), A Method for Comparing Two Hierarchical Clusterings, Journal of the American Statistical Association, 78(383), 553-569.
William M. Rand, (1971), Objective Criteria for the Evaluation of Clustering Methods, Journal of the American Statistical Association 66(336), 846-850.




| nternal M easur es

Stability Measures

Comparing Partitions

Biological Measures

See also

clvalid: an R package for cluster validation.
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Connectivity

Dunn index (Dunn, 1974)

Within-cluster \VVariance Silhouette Width  (Rousseeuw, 1987)

—
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Average Proportion of Non-overlap (APN)
Average Distance (AD)

Average Distance between Means (ADM)
Prediction Strength: Figure of Merit (FOM)

Compare two

clusterings

4 >

Repeat: 1,.

sample

Full data (nxp) Remaining data (nx(p-1))
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Clustering based on
Remaining data

Full data (NxM) Remaining data (Nx(M-1))

K. Y. Yeung, D. R. Haynor and W. L. Ruzzo, (2001), Validating clustering for gene expression data,
Bioinformatics 17(4), 309-318.
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Rand index

Jaccard coefficient
Minikowski Measure
Adjusted Rand index

: :
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May be the most widely used Cluster Validation Index!




Biological Homogeneity Index
(BHI)

Biological Stability Index
(BSI)

Susmita Datta and Somnath Datta, (2006), Methods for evaluating clustering algorithms for gene
expression data using a reference set of functional classes, BMC Bioinformatics 7:397.
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Compare two

clusterings

-— |
sample

Repeat: 1,...p

Full data (nxp) Remaining data (nx(p-1))




http://mips.gsf.de/
MIPS: a database for protein sequences and

complete genomes, Nucleic Acids Research, 27:44-48,

1999

A GO annotation is a Gene Ontology term
associated with a gene product.
http://www.geneontology.org/

The Gene Ontology Consortium. Gene Ontology:

tool for the unification of biology. Nature Genet.
(2000) 25: 25-29.

FatiGO (Al-Shahrour et al., 2004)
FunCat (Ruepp et al., 2004)
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http://babelomics.bioinfo.cipf.es/index.html

\

Theontologies are used to categofi
gene products.
T




& $

Cluster and TreeView

Bioconductor

PermutM atrix

GAP (Generalized Association Plots)

GeneSpring GX v7.3




http://rana.lbl.gov/EisenSoftware.htm

Eisen MB, Spellman PT, Brown PO,
Botstein D. (1998) Cluster analysis and
display of genome-wide expression
patterns. Proc Natl Acad Sci.
95(25):14863-8.

De Hoon, M.J.L.; Imoto, S.; Nolan, J.; Miyano,
S.; "Open source clustering software".
Bioinformatics, 20 (9): 1453--1454 (2004)

http://bonsai.ims.u-tokyo.ac.jp/~mdehoon/software/cluster/




The Bioconductor
version 2.0
http://www.bioconductor.org

R version 2.5.1 (2007-06-28)
http://www.r-project.org
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| +
(R package)
http://cran.r-project.org/src/contrib/Descriptions/gclus.html
Catherine B. Hurley, (2004), Clustering
Visualizations of Multidimensional Data, Journal of
Computational & Graphical Statistics, Vol. 13, No.
4, pp.788-806

- %

http://www.lirmm.fr/~caraux/PermutMatrix

Caraux, G., and Pinloche, S. (2005),
"Permutmatrix: A Graphical Environment to
Arrange Gene Expression Profiles in Optimal
Linear Order," Bioinformatics, 21, 1280-1281.
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Generalized Association Plots

Input Data Type: continuous or
binary.

Various seriation algorithms and
clustering analysis.

Various display conditions.

Modules:

GAP with Covaraite Adjusted,
Nonlinear Association Analysis,
Missing Value Imputation.

Statistical Plots

2D Scatterplot, 3D Scatterplot
(Rotatable)

Chen, C. H. (2002). Generalized Association Plots:
Information Visualization via Iteratively Generated
Correlation Matrices. Statistica Sinica 12, 7-29.

Wu, H. M., Tien, Y. J. and Chen, C. H. (2006). GAP: a

Graphical Environment for Matrix Visualization and http://gap.stat.sinica.edu.tw/Software/ GAP
Information Mining.
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http://www.mathworks.com/access/helpdesk/help/toolbox/bioinfo/index.html
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RMA or GC-RMA probe level analysis
Advanced Statistical Tools
Data Clustering

Visual Filtering

3D Data Visualization

Data Normalization (Sixteen)
Pathway Views

Search for Similar Samples
Support for MIAME Compliance
Scripting

MAGE-ML Export

Images from
http://www.silicongenetics.com

More than 700 papers
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http://idv.sinica.edu.tw/hmwu/SMDA/Clustering/index.htm
TG
hmwu@stat.sinica.edu.tw
http://idv.sinica.edu.tw/hmwu




